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ABSTRACT: Heart disease is a unusualcondition 

of the heart and the heartcirculation. Heart disease is 

also known ascardiovascular disease which is our 

country‟s main executioner. Nowadays itis the 

leading cause of death in wholeworld. The chances 

of certain heartdiseases may be increased by 

smoking, high blood pressure, high 

cholesterol,unhealthy diet, lack of exercise etc. 

Thereare a type of disease that affects the heart.The 

most common heart disease iscoronary artery 

disease which can lead tochest pain, heart attacks or 

stroke. Due to 

the increase in diseases, the health careindustry is 

producing more data. But thisdata is not being used 

properly. It is verychallenging to identify the 

symptoms ofcardiovascular disease. It requires 

carefulunderstanding and analysis on 

patient'smedical records and identifies 

parametersthat cause heart disease. This diagnosis 

oranalysis is a difficult task i.e., it should 

beperformed precisely and efficiently. Thereis a 

need to predict the disease to avoidrisks associated 

with it and aware thepatient well in advance. 

In this project we haveprepared a heart disease 

prediction systemto predict whether the person is 

diagnosedwith heart disease or not using themedical 

history of the individual. Theimplementation of 

work is done onCleveland heart disease dataset from 

theUniversity of California Irvine . We useddifferent 

algorithms of machine learningsuch as Logistic 

Regression, Decision tree, 

K Nearest Neighbours algorithm, Support vector 

machine. Thus, this report presentsthe comparative 

based study by analysing the performance of 

different machinelearning algorithms. 

 

KEYWORDS:Heart Disease Prediction, Logistic 

Regression, Decision Tree, Support Vector 

Machine, K-Nearest Neighbour. 

 

I. INTRODUCTION 
Machine learning is amethod of data 

exploration that automatesanalytical model building. 

It is the studyof computer algorithms that 

canimprove automatically through experience 

and by use of data. It is a diverse field 

andits scope and implementation is increasingday by 

day. Machine learning enables amachine to 

automatically learn from data,improve performance 

from experiencesand predict things without being 

explicitly programmed. Here, prediction refers to 

theoutput of an algorithm after it has beentrained on 

a historical dataset and appliedto new data when 

forecasting thelikelihood of a particular outcome. 

We cantake knowledge from it and use it in 

ourproject Heart disease prediction system asit will 

be beneficial for lots ofpeople. Cardiovascular 

disease are theleading cause of death globally. 

Asestimated in current scenarioapproximately 17.9 

million people diedfrom CVDs, representing 32% of 

all 

global deaths, 85% were due to heart 

attackand stroke. Heart is most important organin 

the body. It keeps your blood flowingand your 

organs going. It is a tirelessmuscle that pumps more 

than twothousand gallons of blood everyday. 

Anyirregularity to heart can cause distress inother 

parts of the body. Any kind ofdisturbance to normal 

functioning of theheart may cause serious health 

issueswhich can be classified as heart disease. In 

today‟s world heart disease is one of thekey 

reasons for mortality in India. Thereare the 

following heart disease risk factorssuch as unhealthy 
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lifestyle, smoking,alcohol, high blood pressure, 

cholesterol 

which can cause heart disease. Therefore,it 

is necessary to remain healthy and shouldbe aware 

of the heart disease at initialstage. There are the 

large set of medicalcreated by medical experts that 

are 

available for analyzing and 

extractingvaluable knowledge from 

it.Cardiovascular disease identificationtechniques 

are to complicated. For this 

reason there is a need to implement 

asupport system to predict heart diseasethrough a 

machine learning model. Ourproject can help to 

predict the people whoare likely to diagnose with 

heart disease by 

using their medical history. This 

projectfocuses on mainly machine 

learningtechniques which is subfield of data 

miningwhich handles large scale datasetefficiently. 

We are using the followingalgorithms - Logistic 

regression, KNN,SVM and decision tree. The 

highestaccuracy achieved is from Logisticregression 

89% which is better than theprevious system. The 

objective of ourproject is to check whether the 

patient isdiagnosed with heart disease or not basedin 

their medical attributes such as gender,age, chest 

pain, fasting sugar level. The 

dataset taken is from the University 

ofCalifornia Irvine (UCI) machine 

learningrepository to test on different datamining 

techniques. Using this dataset wepredict whether the 

patient can haveheart disease or not. Here in this 

datasetthere are 14 medical attributes of a patientand 

one class which is named as Target itwill predict 

whether the patient is likely tohave a heart disease. 

These medical 

attributes are trained with thefollowing 

algorithms such as LogisticRegression, KNN, SVM 

and Decision tree.We found out that the logistic 

regressionalgorithm is most efficient for ourmodel 

as it gives the highest accuracyamong all the 

algorithm. We finally madea detector tool which can 

be able to detectheart disease at early stage which 

will helpto take effective treatment to patients 

ontime and avoid severe consequences. 

 

II. LITERATURE REVIEW 
 There are number ofworks done related to 

disease predictionsystems using different machine 

learningalgorithms. 

[1] Baban Uttamrao Rindhe, Nikita Ahire,Rupali 

Patil, Shweta Gagre, ManishaDarade(2021) 

developed a predictingmodel for heart disease 

prediction.Its main aim is to predict the heart 

diseaseof a patient using machinelearning 

algorithms. It deals with variousmachine learning 

algorithms RandomForest, Support Vector Machine, 

ArtificialNeural Network. The highest accuracyis 

achieved by Support Vector Classifier.Anupama 

Yadav, Levish Gediya,Adnanuddin Kazi(2021) 

proposeda predictive system. The major objectiveis 

to obtain improved accuracyfor detecting heart 

disease using 

algorithms in which target outputscalculates whether 

the person has heartdisease or not. Here it 

convertscategorical variables like sex, cp, fbs 

todummy variables. Equating machinelearning 

algorithms such as SVM,Decision Tree, Random 

Forest and KNN.For every algorithm they trained 

there model. The predicted highest accuracy 

is86.2% using Guassian SVM Kernel. 

[2] Dr. Poonam Ghuli and studentsrecommended the 

proposed work which predicts the chances of 

heartdisease and classifies patients risk levelby 

implementing data mining techniquessuch as Naïve 

Bayes, DecisionTree, Logistic Regression and 

RandomForest. It compares the other MLalgorithms 

and found that the RandomForest gives the highest 

accuracy of90.16%. Here they also used 

theperformance analysis metrics usingaccuracy 

score, precision(P), recall(R) andF-measure. 

[3] Harshit Jindal, Sarthak Agarwal, PreetiNagrath 

gives us the model in finding theprobability of the 

classifier to correctly andaccurately identify the 

heart disease. Ituses the following techniques – 

LogisticRegression, KNN and Random 

Forestclassifier. The prediction is based on 

themedical attributes such as gender, age,chest pain, 

fasting sugar level etc. Thehighest accuracy is 

88.52% by KNNalgorithm. Use of more training 

dataensures the higher chances of model topredict 

accuracy. 

[4] Boshra Brahmi et al, developed differentdata 

mining techniques to evaluate theprediction and 

diagnosis of heart disease.The main objective is to 

evaluate differentclassification techniques such as 

J48,Decision Tree , KNN, SVM and NaiveBayes. 

After this evaluating someperformance in measure 

ofaccuracy, precision, sensitivity, specificity are 

evaluated and compared J48 andDecision Tree gives 

the best techniquesfor heart disease predictor. 

[5]Xian-Yan Gao, Abdelmegeid Amin Ali(2021) 

ensembles learning methods usedto enhance the 

performance of predictingheart disease. Here it uses 

two features ofextraction methods: Linear 

discriminateanalysis (LDA) and principal 

componentanalysis (PCA) . The data is split 75% 

fortraining and 25% for testing and also ninefold 

cross-validation is utilized in thetraining set. 

Different algorithm appliedare KNN , Decision 

Tree, Random Forestand Naive Bayes. The model 
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evaluation isperformed focusing on accuracyscore, 

recall, precision, f-score, ROC andAVC. Decision 

tree has achieved thebest performance. 

[6]Dhai Eddine Salhi, Abdelkamel Tari andM-Tahar 

Kechadi (2021) useddata analytics to detect and 

predictdiseases patient. They selected themost 

relevant features by the correlationmatrix and then 

applied ML algorithmsNeural Networks, SVM and 

KNN. Thehighest accuracy is obtained byNeural 

Networks is 93%. We also noticethat the results are 

close withsimple progression of LogisticRegression. 

The authors also tested thediagnosis of heart patients 

by applyingtwo techniques: genetic algorithms and 

KNN algorithm but found satisfaction withKNN 

algorithm. 

 

III. METHODOLOGY 
The methodology is a process which  

includes steps that transform given data into 

recognized data patterns for user‟sknowledge. As 

per the data and information we have gathered, we 

found that the followingtasks must be carried out to 

get much accuratepredictions. 

 

1. Data Collection: 

Here, we have taken Cleveland HeartDisease dataset 

from Universityof California Irvine (UCI) 

machinelearning repository to test on differentdata 

mining techniques. It contains303*14 rows and 

columns. Having 14attributes , including the 

predictedattribute i.e., Target. The 13 attributes or 

feature were the inputs and the class i.e.,Target is 

the output which will predictresult in binary form. If 

its integer value is0, then it means the patient is 

healthy heis not suffering from heart disease. The 

output is totally dependent on thefeatures which user 

or patient is giving. The following are the attributes 

givenwhich are used in this research. They are: 

 

Sr 

no. 

Attribute Description Representative 

Icon 

1. Age : Age of the patient 

at the current time of 

examination. 

Age 

2. Sex : Categorized as 

either 0 or 1 such as 

0=female and 1=male. 

Sex 

3. Chest Pain : Represents 

the severity of chest 

pain patient is suffering. 

CP 

4. Resting Blood Pressure 

: Resting blood pressure 

value of patient in 

mmHg(unit). 

Trestbps 

5. Cholestrol :Cholestrol 

of patient in 

mg/dl(unit). 

Chol 

6. Fasting Blood Sugar : 

Categorized as either 0 

or 1 such as 1=if 

fbs>120 mg/dl (true) 

else 0 (false). 

Fbs 

7. Resting ECG : It shows 

the result of ecg. 

 

ECG 

8. Max Heart Rate : 

Maximum heart rate 

achieved by patient. 

Thalach 

9. Exercise induced 

angina : Categorized as 

either 0 or 1. 

Exang 

10. Oldpeak : Displays the 

value of ST depression 

of any patient induced 

by exercise w.r.t rest. 

Oldpeak 
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11. Slope : Describes 

patient condition during 

peak exercise. 

Slope 

12. No. of major vessels : 

Result of fluoroscopy. 

CA 

13. Thalassemia : It is 

classified into three 

ranges from 1 to 3, 

where 1=normal, 

2=fixed defect, 

3=reversible effect. 

Thal 

14. Target : This is the 

prediction column for 

diagnosis of heart 

attacks. It is classified 

into two types 0 and 1, 

where 0 means no 

possibility of heart 

attack and 1 means 

possibilities of heart 

attack. 

Target 

Table 1.Attributes table 

 

2. Preprocessing of the dataset: 

It is the most important step in the 

implementation of the model. The higher the  

quality of the data higher accuracy it will predict. 

Therefore, it is extremely  important to check or pre- 

process the data before feeding it into our model. In  

this we check for the NA values. We also 

differentiate the categorical values and the 

continuous values. We also check for the missing 

values in the dataset and if found it should be 

removed. 

 

3. Features selection: 
Feature scaling is the most important  for 

machine learning algorithms that calculate distances 

between data. If we do not scale, the features with a 

higher value range it will start dominating when we 

will perform the calculations on distances. 

 

4. Checking the distribution:  

In this section we check the distribution of 

the target 

i.e., 0 and 1. We plotted a  graph in which it is 

showing that the number of person having the 

healthy heart  is more than that of defective heart. 

 

5. Data splitting: 

In this step, the heartdisease dataset is 

splitted into two parts: 70%is for  training set and 30 

% is for the testingset. The training set is used for 

training  themodel and the testing set is utilized to 

evaluate the model.  

 

6. Training Model:In this model we haveapplied 

various machine learning algorithmsso that we  can 

find the most suitable andaccurate one to predict the 

chances ofheart disease. The following are the 

algorithmgiven below: 

A. Logistic Regression – LogisticRegression is a 

machine learning algorithm which is used for the 

classificationproblems, which is used for the 

classification problems. It is predictiveanalysis 

algorithm and based on the  conceptof probability. 

We can also call logistic regression alinear 

regression model but thelogistic  regression uses 

morecomplex cost function, this costfunction can 

be defined  as thesigmoid function. The hypothesis 

oflogistic regression tends it to limit  thecost 

function between 0 and 1. 

Sigmoid function, f(x) = 1  

 1+e -(x)   

The maximum accuracy achieved is 89.0%. 

 

B. Decision Tree – Decision treealgorithm falls 

under the category of supervised learning. They 

can be used tosolve both regression and 

classificationproblems. It uses  tree representation 

tosolve the problem in which each leafnode 

corresponds to  a class label andattributes are 

represented on the internalnode of the tree. The  

accuracy achieved 

Is 70.3%.  

 

C. K-Nearest Neighbors –It isbased on supervised 

learning technique.It  assumes the similarity 

between newcase/data and available cases and put 
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the new case into the category that is mostsimilar to 

the available category. KNN algorithm at the 

training phase just storesthe dataset and when it 

gets new  data,then it classifies that data into a 

categorythat is much similar to the new  data. The 

accuracy achieved is 62.64%.  

 

D. Support Vector Machine –Support vector 

machine is one of themost popular supervised 

learningalgorithms. The goal is to create the 

bestline or  decision boundary that cansegregate n-

dimensional space intoclasses so that  we can easily 

put the newdata point in the correct category in the 

future. The  accuracy achieved is 85.7%. 

 

7. Evaluating models : 

We used theaccuracy score for the evaluation of  

accuracy. It is one metric for 

evaluatingclassification models. For binary 

classification accuracy can also becalculated in 

terms of positives and negatives.  

 

 

8. Predictive Model : 

After applyingthe following steps on dataset we 

train our  model and also tested it. Now, 

wedeveloped a predictive model whichwill  show 

output for the new patient‟sinput. 

 
Fig1. Predictive Model 

 

9. Plotting Graph : 

After  applying all the machine learning 

algorithms ie., Logistic Regression, Decision Tree, 

Support vector Machine and K-Nearest Neighbour 

we plot the overall graph of the algorithm showing 

the accuracies level of the algorithms. 

 
Fig2. Comparison Graph 

 

IV. RESULT & ANALYSIS 
As the health related issues is growing day  

by-day. One such issue isheart disease. Curing the 

disease on timehas become the most important. 

There is aneed to predict the diseases on time 

whichwill be cost efficient and helpful for 

thedoctors. We come up with the conclusionthat as 

nowadays heart disease problem isthe major cause 

of death. So we will makea predictive system 

which will predict inadvance whether the person 

having theheart disease or not in binary form. 

Wehave taken ideas from base paper in whichthey 

have used the heart disease predictiondataset from 

University of CaliforniaIrvine (UCI) machine 

learning repositoryto test on different datamining 

techniques. They split the data into75% for training 

and 25% for testing. Theyused four algorithms – 

SVM, Decisiontree, Naive Bayes and Logistic 

Regression.The highest accuracy achieved is 

84%.We also took the same dataset and 

appliedvarious machine learning algorithms.We 

used the following algorithms –Logistic 

Regression, Decision Tree, SupportVector Machine 

and K-NearestNeighbors. Our main focus was 

onLogistic Regression as we are working 

ondiscrete values. We used the sigmoidfunction 

and also got the highest accuracyof 89% from 

logistic regression. We alsobuild the predictive 

system in which whenwe are giving new inputs it 

will predictwhether the patient is suffering from 

heartdisease or not. 

 

Sr No. Algorithms Accuracy Proposed 

accuracy 

1. Support 

Vector 

Machine 

81.57% 85.7% 

2. Logistic 

Regression 

82.89% 89.0% 

3. Decision Tree 80.43% 70% 

Table 2. Result Table 
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The following image shows the predictive model  we obtained for “Heart Attack Prediction System”. 

 

 
Fig.3 Predictive Model 

 

V.CONCLUSION 
We concluded that our project“Heart 

Attack Prediction System Using Logistic 

Regression” can be useful ineveryone‟s day-to-day 

life. As it is most important for the health care 

system. With theincrease in number of deaths due 

to heart diseaseit is very important to build a 

system which caneasily predict the disease just by 

using someinputs such as age, blood pressure 

,cholesterol,ecg etc. We applied several machine 

learningalgorithms such as – Support Vector 

Machine,Decision Tree, K -Nearest Neighbor 

andLogistic Regression. We also found out the 

bestalgorithm which is giving more accuracy of 

89.0% in comparison to other algorithms. The 

Logistic Regression algorithm is the mostefficient 

algorithm we have concluded from theresult. This 

will help professional in predictingthe heart 

diseases effectively and efficiently. The working 

model can also help in reducingtreatment cost by 

providing initial diagnosticsin time. If the person 

doesn‟t want to visit to thedoctor, he/she can also 

check for his or herhealth inputs , so just by 

entering thesymptoms one can able to know 

whether he/shewill suffer from disease or not. We 

canalso update this project in future by adding 

moreattribute to the data set. And we can also 

makeit more interactive by designing its GUI. 

Afterbuilding its GUI we can put it into hospital‟s 

website which will help user to access it 

formanywhere and get to know their result. 
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